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Introduction
With the increasing use of artificial intelligence (AI) across disciplines, and recognizing that AI is a significant and beneficial asset, we don’t want to prohibit lab members from using it in their research. However, AI must only be used to make our work more efficient and/or aid in the translation and structuring of our work, never to replace our role in conducting individual research and crafting original articles. To ensure our work is both ethical and honest, we must adhere to some additional procedures.
Please note that as AI is rapidly evolving, these guidelines are subject to change, and any proposed changes will be communicated to the lab. We welcome open lines of dialogue on AI use cases and are always happy to discuss any suggestions or areas of confusion. If you are unsure whether your AI usage is permissible in the context of your research work, please consult with April prior to implementing.

High level overview of permissible vs. non-permissible AI use:
· While we acknowledge the benefits of AI for writing efficiency, we value developing independent writing schools without AI interference. As such, we reject the use of AI tools for generating academic writing and encourage our lab members to write research materials without the use of AI. Examples of non-permissible AI use in this context include:
· Prompting an AI tool to generate a manuscript outline 
· Asking an AI tool to generate an Introduction section of a manuscript
· Inputting your manuscript into an AI tool for extensive copyediting, then altering your manuscript based on AI’s suggestions
· Inputting your manuscript into an AI tool to reduce word count (AI does not “understand” word count and does not produce reliable results)
· Having AI generate a list of citations/references (see Page 2 re: AI hallucination)
· In contrast, we are open to AI use for research support separate from academic writing. AI can be a valuable thought partner for many aspects of the scientific process. Below are examples of permissible uses of AI for research purposes:
· Asking AI for assistance debugging your code
· Seeking support on a specific aspect of a coding language, software, or other tool (e.g., Qualtrics)
· Seeking feedback on the best statistical model to run given your desired goals
· Generation of figures, tables, and images - If using AI for images, make sure to disclose AI use, and please consider that images may be influenced by artists’ content without their knowledge. 
· Writing or seeking feedback on an email, script, or recruitment material
· The lists above are non-exhaustive. As mentioned, if you are unsure whether your AI usage is permissible in the context of your research work, please consult with April prior to implementing.
· Always save your prompts and AI output. As we progress with navigating AI in professional and academic contexts, many organizations request transparency on how scholars engage with AI (e.g., what the user asks/prompts and what the AI tool responds with).
· The APA policy on generative AI use and how to disclose AI use in a peer-reviewed journal may be found here: https://www.apa.org/pubs/journals/resources/publishing-tips/policy-generative-ai 

Values and Guidelines
Thank you to the Human Rights Research Center (HRRC) for providing sample language regarding values and guidelines pertaining to AI usage.

· Confidentiality. As members of a clinical psychology research laboratory, we often deal with sensitive data, and may even have access to identifiable information (e.g., names, email addresses, student IDs). This information cannot under any circumstance be entered into an AI tool.
· Similarly, please note that any information you enter into an AI tool may be used for training later models, meaning your AI prompts/conversations are not inherently private. 
· While different AI tools have settings to toggle to limit sharing of your data, best practices are always to avoid entering sensitive, confidential, or proprietary data into an AI tool. 

· Transparency. When submitting work that has utilized AI, contributors must provide the following:
· AI prompts utilized.
· A statement describing a basic summation of how AI was utilized for the piece will be included in the publication.
· If complete statements or AI-generated graphics are used, the AI source must be disclosed and referenced. The contributor maintains full responsibility for the content and must provide its source and/or copyright.

· Integrity. AI has a tendency to “hallucinate”, generating statements or results that are fictional. This is commonly observed in hallucinating citations (e.g., generating references that do not actually exist) and numbers (e.g., adding numbers to a figure or table that do not directly relate to your results/output). Contributors must:
· Closely examine AI results to determine if new information was added that wasn’t intended.
· Ensure that any additional source data is factual and not from illegitimate sources.
· Double-check their work prior to submission. If there is suspicion of AI being utilized without prior disclosure, an author may be contacted for explanation and clarification.

· Biases & Sensitivities. AI mimics patterns in text and therefore doesn’t understand context, nuance, or lived experiences.
· Do not use AI to describe sensitive subject matters without first ensuring that there are legitimate sources being utilized.
· Do not use AI to conduct legal analysis or interpret law.
· Do not use AI in lieu of translation services; ensure that alternate language materials are validated and culturally sensitive. 
